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Abstract: The vast number of users on social networking sites 

makes it an integral part of advertisement strategies. The rise of 

social media platforms like Facebook, Twitter, and WhatsApp as a 

vehicle for marketing communication has significantly increased 

the level of popularity they already enjoy among the general 

public, accounting for a substantial percentage of human activities 

within and across these social networking platforms on the Web. 

With some credibility, Face book itself promotes it as a potentially 

ideal marketing strategy. This brief chronicle recounts how it 

enables advertising businesses to access and target 

communication towards anyone's wall, post, and profile for 

advertising purposes. Remarkable communication, as instructed 

in the tube explored herein, has led us to find that no page has 

been created in any product solely because of an advertisement on 

a user's wall, nor does any resolution depend on Facebook in any 

other matter of concern. Nevertheless, Facebook stands out 

significantly in facilitating communication among user groups. 

Using experimental approaches with neural networks and Support 

Vector Machines (SVMs) for social networking advertisements 

would be a valuable contribution of this paper. The research 

examines and compares these two methods, determining their 

accuracy, precision, and recall. 

Keywords: Support Vector Machine (SVM), Neural Network, 

Machine Learning (ML), Social Network and Model Selection 

Abbreviations:  

SVM: Support Vector Machine 

ML: Machine Learning 

I. INTRODUCTION

It was around 2004 when Facebook emerged from its

zenith in the last several years as today's primary social 

networking site. Facebook was initially created for students, 

but it was made available worldwide around 2006 and opened 

up to everyone, bringing people together with their friends. 

Facebook now has more than 500 million active users. 

Manuscript received on 29 January 2025 | First Revised 

Manuscript received on 18 February 2025 | Second Revised 

Manuscript received on 19 May 2025 | Manuscript Accepted on 

15 June 2025 | Manuscript published on 30 June 2025. 

*Correspondence Author(s)
Dr. G. Ravi Kumar, Assistant Professor, Department of Computer 

Science, Rayalaseema University, Kurnool (Andhra Pradesh), India. Email 

ID: grkondaravi@gmail.com
Dr. G. Thippanna*, Professor, Department of Computer Science and 

Engineering, Dr. K. V. Subbareddy Institute of Technology, Dupadu 

(Andhra Pradesh), India. Email ID: gt.pana2012@gmail.com, ORCID ID: 
0009-0009-6964-246X 

Dr. K. Nagamani, Assistant Professor, Department of Computer Science, 

Rayalaseema University, Kurnool (Andhra Pradesh), India. Email ID: 
gt.pana@gmail.com  

© The Authors. Published by Lattice Science Publication (LSP). This is 
an open access article under the CC-BY-NC-ND license 

http://creativecommons.org/licenses/by-nc-nd/4.0/ 

Users, which brings it to an essential point for all forms of 

communication, while integrating social interaction [1]. 

Businesses and advertisers have identified social 

networking sites as an effective means of growing their 

organisations. Access has never been an issue when 

marketers praise online platforms for the opportunity culture 

and the proximity to their customers; they have managed to 

engage with them to find out their needs, preferences, values, 

and purchasing behaviour. Not only do social networks give 

individuals the platform to interact with each other, but they 

also present an opportunity for advertising endeavours by 

businesses to reach their target audience [2]. 

Organizations tap into the potentials to maximize the vast 

potential available through this environment, thus promoting 

the various advertising strategies on social networking sites. 

These strategies are flexible enough, ranging from search 

engine advertising initiated initially by Google to new 

frontiers, such as creating Product pages on Facebook [3]. 

The rich data available from users gives an edge to precisely 

target the desired segment with specific content, resulting in 

an ongoing, loyal relationship with the audience. 

This study aimed to understand how companies advertise 

and target specific groups in their advertising strategies. By 

understanding the effectiveness and impact of advertising on 

social networking sites, organizations can optimize their 

marketing strategies and allocate resources to target specific 

groups more effectively. 

A. Background

One of the benefits of AI is that social media platforms have

transformed how people and organizations connect and 

interact online [4]. Websites like Facebook, Twitter, and 

WhatsApp have gained immense popularity, with billions of 

users worldwide. With the services all these platforms offer, 

users can do much more than share content, reunite with 

friends and families, form communities, and learn about new 

goods and services. Marketers have understood the potential 

of social networking sites in advertising endeavours. Thus, 

they have launched marketing campaigns utilising these 

platforms to reach and engage their target market. 

B. Problem Statement

Despite the widespread use of social networking sites for

advertising purposes, there is a need to understand the 

effectiveness of these platforms in influencing users' 

purchasing decisions. While Facebook, in particular, has 

developed an advertising system that allows businesses to 

target specific user demographics, it is essential to investigate 

whether these advertisements 

significantly impact users' 

buying behaviour. 

Additionally, the extent to 
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which users rely on social media platforms as sources of 

information for their purchasing decisions requires further 

exploration. 

C. Objectives 

The main objectives of this study are as follows: 

▪ To assess the influence of social networking 

advertisements, specifically on Facebook, on users' 

purchasing decisions. 

▪ To evaluate the extent to which users actively engage 

with advertisements on social networking platforms 

and perceive them as informative and influential. 

▪ To analyse the role of social media platforms, 

particularly Facebook, in facilitating communication 

between organizations and users. 

▪ To develop and implement Support Vector Machine 

(SVM) and Neural Network models to analyse social 

networking advertisement data and predict user 

purchase behaviour. 

D. Scope 

This study primarily focuses on the effectiveness of social 

networking advertisements, with a specific emphasis on 

Facebook. It considers the influence of these advertisements 

on users' purchasing decisions and their engagement with the 

advertisements. The study also examines the role of Facebook 

as a platform for communication between organisations and 

their users. The implementation of an SVM and Neural 

Network model is limited to analysing social networking 

advertisement data and predicting user purchase behaviour 

within the scope of this study. Other factors and variables 

related to social media marketing may be considered in future 

research.  

II. LITERATURE REVIEW 

A. Social Networking Advertisement 

Social networking advertisements have garnered significant 

attention in recent years, largely due to the widespread use of 

social media platforms, including Facebook, Twitter, and 

Instagram. These platforms offer a unique opportunity for 

businesses to connect with their target audience and engage 

with them directly. Social networking sites offer various 

advertising options, including display ads, sponsored content, 

and targeted campaigns [7]. Marketers leverage the extensive 

user data on these platforms to tailor their advertisements and 

increase their effectiveness. Studies have shown that social 

networking advertisements can positively impact brand 

awareness, customer engagement, and even drive purchase 

behaviour [8]. 

In summary, the literature review highlights the 

significance of social networking advertisements and the role 

of machine learning techniques such as neural networks and 

Support Vector Machines (SVM) in analysing and predicting 

user behaviour. Neural networks enable deep learning and 

pattern recognition, while SVM provides efficient 

classification and prediction capabilities. These techniques 

have proven effective in enhancing advertisement targeting, 

engagement, and campaign optimisation, ultimately yielding 

better outcomes for businesses in the dynamic landscape of 

social media advertising. 

III. METHODOLOGY 

In the methodology section, the paper describes the data 

collection and pre-processing process. The collected dataset 

is used to train and test both the neural network and SVM 

classification models. The experimental setup details the 

parameters and configurations used for each model. 

This study uses two machine learning techniques: support 

vector machine (SVM) and neural network models, to 

develop and implement models for analysing social 

networking advertisement data and predicting user purchase 

behaviour. 

A. Support Vector Machine (SVM) Model 

The SVM model is a robust classification algorithm widely 

used in machine learning. In this study, an SVM model is 

developed to analyze social networking advertisement data 

and predict user purchase behaviour [5]. The model is trained 

on a dataset with relevant features and target variables related 

to user behaviour and purchasing decisions. Based on the 

given data, the model aims to accurately classify users into 

purchase and non-purchase categories by optimising the 

SVM model parameters and utilising appropriate kernel 

functions. 

B. Neural Network Model 

Neural networks have gained significant attention in various 

fields, including data analysis and prediction. In this study, a 

Neural Network model is developed and implemented to 

analyze social networking advertisement data. The model 

consists of multiple layers of interconnected neurons that 

process and learn from the input data [5]. By utilising 

appropriate activation functions, optimising the network 

architecture, and fine-tuning the model parameters, the 

Neural Network aims to predict user purchase behaviour 

based on the provided dataset. 

The implementation process involves the following steps: 

▪ Data Pre-processing: The social networking 

advertisement data is collected and preprocessed to 

ensure its quality, remove irrelevant information, handle 

missing values, and transform the data into a suitable 

format for model training and testing. 

▪ Model Development: The SVM and Neural Network 

models are constructed using appropriate libraries or 

frameworks. The models are configured with the desired 

parameters, such as kernel functions for SVM or the 

number of layers and neurons for the Neural Network. 

▪ Training and Validation: The models are trained on a 

portion of the dataset using appropriate algorithms and 

techniques. The training process involves adjusting the 

model's internal parameters to minimize the prediction 

errors. The trained models are then validated on a 

separate portion of the dataset to evaluate their 

performance and make any necessary adjustments. 

▪ Performance Evaluation: The accuracy, precision, 

recall, F1-score, and other relevant metrics are 

calculated to assess the performance of the SVM and 

Neural Network models in predicting user purchase 

behaviour. 

▪ Comparison and 

Analysis: The results 

obtained from the SVM 

and Neural Network 
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models are compared and analyzed to determine their 

effectiveness and suitability for the given social 

networking advertisement data. Factors such as 

accuracy, computational efficiency, and interpretability 

are taken into account in the comparative analysis. 

IV. RESULTS AND DISCUSSION 

This study aims to provide valuable insights into predicting 

user purchase behaviour in the context of social networking 

advertisements by developing and implementing both SVM 

and neural network models. The comparative analysis helps 

identify the strengths and weaknesses of each model, 

allowing marketers and advertisers to make informed 

decisions regarding their advertising strategies. 

We used Python programming to test our proposed 

calculations, specifically utilising the Python Scikit-learn 

package for data manipulation, modelling, evaluation, and 

visualisation. Our study involved implementing SVM-based 

feature selection methods for analyzing a dataset called 

"Social Network Ads," which we obtained from the Kaggle 

website [6]. 

The dataset consists of 400 instances, each representing a 

user in a social network. It includes attributes such as User 

ID, Gender, Age, and Estimated Salary. The final column in 

the dataset is a binary indicator that shows whether each user 

clicked on the advertisement (denoted as "not purchased") or 

made a purchase (denoted as "purchased"). 

To evaluate our approach, we divided the data into two sets: 

a training set, comprising 70% of the data, and a test set, 

which constitutes the remaining 30%. The results of our 

exploratory analysis are summarized in Table-I. 

Table-I: Experimental Results 

Algorithm Accuracy Precision Recall 

SVM 95.47 95.5 95.5 

Neural Network 93.82 93.83 93.82 

 

In our experimental study, we evaluated the performance of 

SVM and Neural Network algorithms using the Social 

Network Ads dataset. As shown in Table-1, the results 

indicate that the SVM algorithm achieved an accuracy of 

95.47%, while the Neural Network model achieved an 

accuracy of 93.82%. 

Upon comparing the two algorithms, we observed that the 

SVM model exhibited the highest precision, with a precision 

score of 95.5% [9]. In contrast, the Neural Network algorithm 

achieved a precision score of 93.83%. The SVM algorithm 

demonstrated a 1.65% higher accuracy than the Neural 

Network algorithm. 

These findings suggest that the SVM algorithm 

outperformed the Neural Network algorithm in terms of 

accuracy and precision for predicting user purchase 

behaviour in social networking advertisements. The results 

highlight the potential of SVM as an effective classification 

method for this particular dataset. 

V. CONCLUSION 

In conclusion, this study conducted an experimental 

analysis to compare the performance of Support Vector 

Machine (SVM) and Neural Network models for predicting 

user purchase behaviour in social networking advertisements. 

The evaluation was based on the Social Network Ads dataset 

obtained from Kaggle. 

Based on the experimental results, the SVM algorithm 

exhibited slightly better performance in terms of accuracy 

and precision compared to the Neural Network model. The 

SVM algorithm demonstrated a higher level of accuracy, 

making it a more reliable choice for predicting user purchase 

behaviour in the context of social networking advertisements. 

However, it is essential to note that the choice of algorithm 

may depend on various factors such as the specific dataset, 

computational efficiency, interpretability, and other 

application-specific requirements. Therefore, further research 

and experimentation are necessary to explore the 

performance of these models in different scenarios and 

datasets. 

Overall, this study's findings provide valuable insights into 

the effectiveness of SVM and Neural Network models for 

analyzing social networking advertisement data. Marketers 

and advertisers can utilise these models to optimise their 

advertising strategies and gain a better understanding of user 

behaviour on social media platforms. 
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